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Al (ML)

The term is coined by Prof.
John McCarthy in 1950s

"The science and

engineering of making

intelligent machines”

https://hai.stanford.edu/sites/default/files/2020-09/Al-Definitions-HAI. pdf

Intelligence might be defined as the ability to learn
and perform suitable techniques to solve problems and
achieve goals, appropriate to the context in an uncertain,
ever-varying world. A fully pre-programmed factory robot
is flexible, accurate, and consistent but not intelligent.

Artificial Intelligence (Al), a term coined by
emeritus Stanford Professor John McCarthy in 1955,

was defined by him as “the science and engineering of
making intelligent machines”. Much research has humans
program machines to behave in a clever way, like playing
chess, but, today, we emphasize machines that can learn,
at least somewhat like human beings do.

Autonomous systems can independently plan and
decide sequences of steps to achieve a specified goal
without micro-management. A hospital delivery robot
must autonomously navigate busy corridors to succeed in
its task. In Al, autonomy doesn’t have the sense of being
self-governing common in politics or biology.

Machine Learning (ML) is the part of Al studying
how computer agents can improve their perception,
knowledge, thinking, or actions based on experience or
data. For this, ML draws from computer science, statistics,
psychology, neuroscience, economics and control theory.

In supervised learning, a computer learns to
predict human-given labels, such as dog breed based on
labeled dog pictures; unsupervised learning does
not require labels, sometimes making its own prediction
tasks such as trying to predict each successive word in

a sentence; reinforcement learning lets an agent

learn action sequences that optimize its total rewards,
such as winning games, without explicit examples of
good techniques, enabling autonomy.

Deep Learning is the use of large multi-layer
(artificial) neural networks that compute with
continuous (real number) representations, a little like the
hierarchically organized neurons in human brains. Itis
currently the most successful ML approach, usable for all
types of ML, with better generalization from small data
and better scaling to big data and compute budgets.

An algorithm lists the precise steps to take, such

as a person writes in a computer program. Al systems
contain algorithms, but often just for a few parts like a
learning or reward calculation method. Much of their
behavior emerges via learning from data or experience,
a sea change in system design that Stanford alumnus
Andrej Karpathy dubbed Software 2.0.

Narrow Al is intelligent systems for one particular
thing, e.g., speech or facial recognition.
Human-level Al, or Artificial General
Intelligence (AGI), seeks broadly intelligent,
context-aware machines. It is needed for effective
social chatbots or human-robot interaction.

Human-Centered Artificial Intelligence is
Al that seeks to augment the abilities of, address the
societal needs of, and draw inspiration from human
beings. It researches and builds effective partners and
tools for people, such as a robot helper and companion
for the elderly.

Text by Professor Christopher Manning, September 2020
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Same stats, different graphs

=
"t N XMean: 54.26 X SD: 16.76
PR Y Mean: 47.83 Y SD: 26.93
.-"‘-::...':g_ ': i :. i :':'
;;1’ R : i :
;‘\" SlS———_ { ' 7
U e S S i §
- o -—-\ -~

Dongyu Liu @ UCDavis

Corr. : -0.06

.0.0.‘-..i ..“:;'.J::.‘J | ..o.

o t-_y-tﬁ‘?ar-n:, .~



Harvard Data Science Review ¢ Issue 1.1, Summer 2019

Artificial Intelligence—The
Revolution Hasn’t
Happened Yet

Michael I. Jordanl-23

1Berkeley Artificial Intelligence Research Lab, Department of Electrical Engineering and Computer
Sciences, University of California Berkeley, Berkeley, California, United States of America,
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Published on: Jul 01,2019
DOI: https://doi.org/10.1162/99608f92 f06c6e61

License: Creative Commons Attribution 4.0 International License (CC-BY 4.0),

Whether or not we come to understand ‘intelligence’ any time soon, we do
have a major challenge on our hands in bringing together computers and
humans in ways that enhance human life. While some view this challenge
as subservient to the creation of artificial intelligence, another more prosaic,
but no less reverent, viewpoint is that it is the creation of a new branch of
engineering. Much like civil engineering and chemical engineering in
decades past, this new discipline aims to corral the power of a few key ideas,
bringing new resources and capabilities to people, and to do so safely.
Whereas civil engineering and chemical engineering built upon physics and

chemistry, this new engineering discipline will build on ideas that the

preceding century gave substance to, such as information, algorithm, data,

uncertainty, computing, inference, and optimization. Moreover, since much
of the focus of the new discipline will be on data from and about
humans, its development will require perspectives from the social

sciences and humanities.
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Human Users

Three functional roles for Al systems:

= Al performs functions alongside the human

= Al performs functions when the human
encounters high cognitive overload

= Al performs functions in lieu of a human

Dongyu Liu @ UCDavis

THE NATIONAL

ARTIFICIAL INTELLIGENCE
RESEARCH AND DEVELOPMENT
STRATEGIC PLAN: 2019 UPDATE

A Report by the
SELECT COMMITTEE ON ARTIFICIAL INTELLIGENCE
of the
NATIONAL SCIENCE & TECHNOLOGY COUNCIL

JUNE 2019




Augmenting human intelligence with Al

= Perception
= Attention

= Memory

= Language
= Reasoning

= Problem-solving

= Decision-making

= Creativity Fine-grained image recognition
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Augmenting human intelligence with Al

= Perception ST
npvset 3

= Attention

Bonjour

= Memory

= Language

v

= Reasoning

= Problem-solving

= Decision-making

.. L i
= Creativity anguage Translation

https://www.michigandaily.com/statement/google-translate-and-end-language/

Dongyu Liu @ UCDavis
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Augmenting human intelligence with Al

= Perception
= Attention

= Memory

= Language

= Reasoning

= Problem-solving

= Decision-making

= Creativity >
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Augmenting human intelligence with Al

= Decision-making

Clinical decision support

13



Human Users

Three functional roles for Al systems:

= Al performs functions alongside the human

= Al performs functions when the human
encounters high cognitive overload

= Al performs functions in lieu of a human
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Nearly half of U.S. doctors say they
are anxious about using Al-
powered software: survey

By Heather Landi * Apr 25, 2019 10:55am

( Artificial Intelligence "l ( Clinical Decision Support ) ( Digital health ) ( machine learning )
. B 2 TR XA 5,

Al is promising, but ...

https://www.fiercehealthcare.com/practices/nearly-half-u-s-doctors-say-they- A new physician survey indicates artificial intelligence applications are st
are-anxious-about-using-ai-powered-software-survey physician practice at scale. (Getty/andrei_r)




A general blueprint of Human-Al teaming

What is missing?

Al System Human

16



Visualization-powered teaming workflow

Al System
(Human-Centered)
“If we want it to play a positive role in tomorrow’s Visual
world, it must be guided by human concerns” Interface

Feifei Li (Stanford’s Human-Centered Al Institute)

Dongyu Liu @ UCDavis

Human

17



Human-Al teaming is essential, when

Al requires significant human knowledge to enhance its performance -> Ability to learn

Large Devices Liu

Health Monitoring Liy

Dongyu Liu @ UCDavis
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Human-Al teaming is essential, when

Decisions being made are high-stakes -> Transparency

Child Abuse
Hotline Screening

«”é:é} lliness Diagnosis -

& Treatment

Liu Liu

Dongyu Liu @ UCDavis
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Human-Al teaming is essential, when

Decision-making involves multiple criteria and is heavily influenced by the context -> Steerability

oA 2 "Ii"(\/

»'

b

Advertising Campaign Planning Store Operation Optimizing
Liu, et al, SmartAdP: Visual Analytics of Large-scale Taxi Liu, et al., TPFlow: Progressive Partition and Multidimensional Pattern Extraction for
Trajectories for Selecting Billboard Locations, TVCG (VAST 16). Large-scale Spatio-temporal Data Analysis, TVCG (VAST’18), Best Paper Award.

Dongyu Liu @ UCDavis
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Sintel

Signal Intelligence

(ability to learn)

Human-Al teaming for
time series data analytics

@D Sintel https://sintel.dev/
{@% Featurization

Featurize time series with domain knowledge encoded
for machine learning uses.

(# Forecasting

Predict future values by analyzing past trends.

¢ Anomaly Detection

|dentify anomalous time series segments.

@ Classification

Classify time series segments into particular categories.

21


https://sintel.dev/

Human decision
maker

Domain
knowledge

Human-in-the-loop workflow to transfer insights into actions in minutes

22



Motivation

Wind turbines

Dongyu Liu @ UCDavis

How can we effectively
monitor and analyze
anomalies facing such
massive amount of data?

> 30k signals

23



What is time series anomaly detection?

= Givenatimeseries X = (:E N N

oral 2 k 1
= Find Aseq — {aseqa Ageqs -+ aseq}, where aseq is a continuous sequence of

data points over time that show anomalous or unusual behavior.

A\ A

Dongyu Liu @ UCDavis



The problem we want to solve

Machine Learning (ML) Models

A ‘\ Nt ', e ,I\\_w"'&nu/_\ﬁw \,,"y.w"_\

WA%WWM-J#W»A

A\

Monitor all
@ signals and flag
events

s~ :- e A\ [,
7\ —

R
J} ’M\kqv\' I n««-.*»_"\}w SEVTN
et A A S At

W"%*’WMM.\%

Time series data

/ Event ID t, t, Rank ,
Report ID | Event nam
/' 127 | June 10th,2018 - 9:43 am | June 10th, 2018 - 1250 pm | 1 Gl Event ID | Event name
202 June |1th,2018 - 7:06 pm | June 12th, 2018 - | 1:18 am 2 v 127 Thruster Failure
631 Aug 12th,2018 - 1:12 pm | Aug 13th, 2018 - 4:50 pm K \ : 202 Echpos
expert b
Prioritize which Users ask for
events to @ details of the event
and tag it

investigate first

25
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The problem we want to solve

Wind turbines

L oW o . Al System
Machine (Al)
A challenges:
Satellites

= No labeled data

®= No normal baselines

Air quality monitors

26
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The problem we want to solve

Wind turbines

-

it ? ' = No easy way to document
s I findings

27
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Human-Al teaming workflow

@ Extract anomalies from massive
time series with ML
Sintel (SIGMOD’22)

Enhance ML with human
annotatlons

Visualization system keeps

collecting user feedback

Liu 28
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Unsupervised anomaly detection

g potual Values
=—8 Predicted Values Prediction-based Methods

\./ Predictive model makes forecasts E \A

Assumption: Anomalous values cannot be predicted as well as
the normal ones.

Reconstruction-based Methods

Encoder Decoder
% Latent %
Representation

Assumption: Anomalies cannot be effectively reconstructed since
information is lost in the mapping to the latent dimensions.

Alnegheimish, Liu, et al., Sintel: A Machine Learning Framework to Extract Insights from Signals, SIGMOD 2022.

Dongyu Liu @ UCDavis
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Use Sintel for anomaly detection

Signal
i l Detected Anomalies
Learn Make Compile :
Preprocess >  \i'Model °  Predicion Errors — kg —
- normalization () prediction () dynamic
- slicing window @ reconstruction @ fixed

Liu

Dongyu Liu @ UCDavis



modeling

Primitives and Pipelines

pre-processing

Collection of Primitives

time_segments_

aggregate SimpleImputer
MinMaxScaler intervals_
to_mask
rolling_window_ fillna
sequences
X : Arima
LSTMTimeSeries
Regressor TadGAN
LSTMSeq25eq DenseSeq2Seq

find_anomalies

regressions_
errors

reconstruction_
errors

score_anomalies

Liu

Dongyu Liu @ UCDavis

compose into

index

Pipeline

O
Xv

time_segments_
aggregate

Xv
SimpleImputer
Xv
MinMaxScaler
Xv

rolling_window_
sequences y

X¥

LSTMTimeSeries
Regressor

A
regressions_
errors

errors v
find_anomalies <—J

yv

[ |

index

preprocessing
modeling
postprocessing



What does Sintel achieve?

Integrate domain expertise

Satellite experts:
= Use zero-order hold to impute missing
values instead of mean

pre-processing

Wind turbine experts:
= Need domain specific aggregation and
transformation methods (e.g., fft)

Liu

Dongyu Liu @ UCDavis

Pipeline

O
Xv

index| time_segments_
aggregate

X
SimpleImputer

Xv

MinMaxScaler

Xv
rolling_window_
sequences y

Xv
LSTMTimeSeries
Regressor
A
regressions_
errors

index

errors

'fﬁnd_anomalies l—

yv
|

| preprocessing
modeling
| postprocessing
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What does Sintel achieve?

Develop better models
We now have in total 9 different models integrated:

. TadGAN Liv”
time_segments_ :
SimpleImputer
aggregate
R intervals_ R -
to_mask ,G &
roll;gg;\;]vlzgow- fillna -
: ~
o v — E(z;) — G(E(x;)) =~ &
g? LSTMTimeSeries Arima
.T_J Regressor TadGAN AR o
ge)
g LSTMSeq2Seq DenseSeq2Seq

find_anomalies reconstruction_ G y

regressions_ + (1 — V) Veec(tizitn—1, Yizitn—1)

errors score_anomalies

ri-1 | Vii+n-1 | fi+n]

Liu
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Liu*
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Measure the discrepancies

Actual Signal Expected Signal

A

1. Reconstruction Error: finding how much deviation there is between the real and the

reconstructed signal.
2. Critic score: leveraging the trained critic to distinguish between real and reconstructed

samples.

Dongyu Liu @ UCDavis
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Measure the discrepancies

1. Convex combination.

a(z) = aZpp(v) + (1 —a)Z¢, (z)
where (X controls the relative importance of the two terms (by default alpha = 0.5).
2. Multiplication.

a(r) = aZrg(r) © Z¢, ()

where (X defaults to 1.

Dongyu Liu @ UCDavis
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Measure the discrepancies

Identify anomalous intervals with locally adaptive thresholding

Advertisement Exchange
M ==

100 - - original
0.75 A reconstructed

0.50 -
0.25 1
0.00 -

-0.25 1

cost-per-click (CPC)

—-0.50 A

—0.75 1

-1.00 A

08 Jul 13 Jul 18 Jul 23 Jul 28 Jul
https://arxiv.org/pdf/1802.04431.pdf Time

Hundman, K., Constantinou, V., Laporte, C., Colwell, |. and Soderstrom, T., 2018, July. Detecting spacecraft anomalies using Istms and nonparametric dynamic
thresholding. In Proceedings of the 24th ACM SIGKDD international conference on knowledge discovery & data mining (pp. 387-395).

Dongyu Liu @ UCDavis




AER Models

Modeling with AER

Y
(%]
5

Objective Function

biLSTM (30)

.

Y U
Loss = §Vpred(ti—17 'ri—l) 25 §Vp'red(ti+n7 fz'-l—n) Repeat Vector (+2)
biLSTM (30)

+ (1 — W)W‘ec(ti:i—i—n—la yi:i—i—n—l) TimeDistributed
(Dense(1))

\)

f

ri-1 | Yici+n-1 | fi+n

Liu
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What does Sintel achieve?

Develop better models

know which one is the best

= One single call to benchmark algorithms and

from sintel import benchmark

pipelines = ['arima', 'lstm_dynamic_threshold', '...']
datasets = ['NAB', 'NASA', '...']
metrics = ['f1', 'accuracy', '...']

benchmark (pipelines=pipelines,
datasets=datasets,
metrics=metrics,

rank="'f1")
# >>>
# pipeline rank accuracy elapsed b precision recall
# 0 lstm_dynamic_threshold 1 0.986993 915.958132 0.846868 0.879518 0.816555
# 1 arima 2 0.962160 319.968949 0.382637 0.680000 0.266219
Liu

Dongyu Liu @ UCDavis
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What does Sintel achieve?

Develop better models

Comparing against ARIMA whose roots are

in: Box, George; Jenkins, Gwilym (1970)._Time Series Analysis:
Forecasting and Control

TadGAN achieves the best overall
improvement with an over 15% improvement.

Liu

Dongyu Liu @ UCDavis

Baseline Models Comparison to ARIMA

TadGAN _ 15.3%
LSTM [ ] 4.1%
DeepAR 1 -7.2% [
LSTM AE 4 -8.2%
HTM A -18.3%
Dense AE 1 -41.1%
MAD-GAN - -41.5%
80 -60 -40  —20 0 20 40

% Improvement

Fig. 3. Comparing average F1-Scores of baseline models across all datasets
to ARIMA. The x-axis represents the percentage of improvement over the
ARIMA score by each one of the baseline models.

40


https://archive.org/details/timeseriesanalys0000boxg
https://archive.org/details/timeseriesanalys0000boxg

What does Sintel achieve?

Develop better models

i NASA YAHOO NAB UCR Avg, F1 (4 + 0)
MSL | SMAP | Al A2 A3 Ad Art | AdEx | AWS | Traffic | Tweets | UCR
ARIMA 0.733 0.818 0.500 | 0.567 0.553 + 0.21
LSTM-DT | 0515 | 0.707 | 0.721 0.744 | 0.638 0.580 | 0.391 0.633 + 0.16
LSTM-AE | 0.500 | 0.705 | 0.610 | 0.866 0.545 0.692 0.314 0.550 + 0.17
LSTM-VAE | 0.526 | 0.653 | 0.575 | 0.823 0.700 | 0.t 0.483 0.317 0.554 + 0.16
TadGAN 0.617 0.842 0.571 | 0.677 | 0.720 | 0.581 0.588 0.547 + 0.18
AER¥* 0.541 - 0.959 0.615 | 0.635 0.606 | 0.585 0.683 + 0.14

The latest and full results can be found here: https://bit.ly/orion-benchmark

Alnegheimish, Liu, et al., Sintel: A Machine Learning Framework to Extract Insights from Signals, SIGMOD 2022.

Dongyu Liu @ UCDavis


https://bit.ly/orion-benchmark

What does Sintel achieve?

Improve over time

Detected Ground truth

Generated =
- ' - LN ' \ -~

Target s Jd N\ / AN

Metric | ( MSE || MAE ) MAPE (-] |_acouracy | precision
[recall] [f1 score] [ ]

Engine {preprocessing | [ modeling j [ EPEEEES T } [ modeling ]
[postprocessingj

Liu

Dongyu Liu @ UCDavis

—— ARIMA
LSTM AE

1.0

- |STM DT
—— Dense AE

7 best
unsupervised

0

10 20 30 Iteration

—— TadGAN
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Human-Al teaming workflow

@ Extract anomalies from massive
time series with ML
Sintel (SIGMOD’22)

Enhance ML with human
annotatlons

Visualization system keeps

collecting user feedback

Liu 43
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Human-Al teaming workflow

— WPV AN
Select signals and ML results Check overview and then pick
one of interest

to investigate

MTV (CSCW’22)

VANAIIAANA AN
@ Annotate anomalies @ Explore it in detail

1l

Dongyu Liu @ UCDavis
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Working with domain experts

®  Collaborated with 9 experts

6 from a satellite operations company

3 from a renewable energy company

" Followed an iterative user-centered design process

(6 design requirements

Liu

Dongyu Liu @ UCDavis

Understand
context of use

|

Extract user
requirements

|

Design
solutions

|

Evaluate
against
requirements

45



Time Representation

c
0
2
c
w ———
v
o
o
o
Linear Radial Grid Spiral Arbitrary

Brehmer, Matthew, et al. “Timelines revisited: A design space and considerations for expressive storytelling.” TVCG 23.9
(2016): 2151-2164.

Dongyu Liu @ UCDavis
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Linear Time

* Present time data as a 2D line graph and
- Time on x-axis

- The other variable on y-axis

o
8543

65 -

U
55

= | | | | | | | | 1 | |
October November December 2012 February March April May June July August September

Dongyu Liu @ UCDavis

Austin
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Linear Time

e Stephen Wolfram’s Personal Data Visualization Report

incoming emails

outgoing emails

HHMH\‘

keystrokes ‘

meetings & events
c

lMUJJu.Jl ([T

alls

— 1
6AM 8AM 10AM 12PM 2PM 4PM  6PM 8PM I0PM I12AM 2AM 4AM 6AM

http://blog.stephenwolfram.com/2012/03/the-personal-analytics-of-my-life

Dongyu Liu @ UCDavis
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Radial Time

* Data distributed along the spiral

* Toreveal cyclic pattern

JONE

S‘,;-al-

4an~v;‘

Dongyu Liu @ UCDavis

/N
BULCARIA

JUry
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Radial Time
CREATIVE ROUTINES

“In the right hands, it can be a finely calibrated mechanism for taking advantage of limited resources... a solid routine
fosters a well-worn groove for one’s mental energies....” -Mason Currey, author of the inspiring book, DAILY RITUALS

MIDNIGHT

6PM

NOON
Ludwig van Beethoven

c. 1822-1827

Simple supper;
followed by a glass
of beer and & pipe

Stop ata tavern o
road newspaper

siaty beans

per cup, and h

often cot om

with wie out one by one fora
> precisa dosa

Sigmund Freud
c.1910
Supper and card

walcwith i o caughier,

Consultations & more!
anaiytic patients
‘Broaklast, rim beard

Wak around Vienna's:
Ringstrasse al terrific speed nts, smoked as

20 cigars por day

PRIMARY WORK

activity

colors

MAKING ~
ENDS MEET  EXERCISE

Wolfgang Amadeus Mozart
ti one Vienna, c. 1781

Compose
or concarts

Composo

Immanuel Kant
€.1764-1804

Visit with|
Joseph Green

Pub: mest and w
(only real meal of th

Gustave Flaubert
Real work while writing Madame Bovary
c. 1851-1856

= spapers, mai, cold glass
ST Liont moal  Med pipe, chat with mother,
cokd chocol

Thomas Mann
c. 1943

Entortain gue:

Wak

Reviews, articles

Primary vriting hours.
Lunch & Cigarattes
frst cigar

Maya Angelou
Sloep c.1983

Fead what she wroto
to her husband

fesade Work, always in hotel

waitten that day

https://infowetrust.com/project/routines
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Grid Time

* Dow Jones stock price from 2006 to 2009

) el

i

: |
Tk Tt
EECHEES

dih)
i
H

J

http://mbostock.github.io/d3/talk/20111018/calendar.html
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Time Representation

Representation

Linear Radial Grid Spiral Arbitrary

* Among the above four types, linear time representation

is more popular

Dongyu Liu @ UCDavis
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System evaluation
Starts: 16/Nov/2018 12:00:21
Ends: 25/Nov/2018 12:00:21

u User C 5/Sep/2020 17:06:28

TM glitch

® 6 experts from a satellite operations company

u User C

assigned a tag

u User C 5/Sep/2020 17:07:26

if you go to 6 min aggregation it is clear that it is data
missina and simply a zero order hold

> e
Case ML Event User-created Event Comment (avg.) Tag (avg.)
1 38 15 162 (3.1) 58 (1.1)
2 45 12 87 (1.5) 60 (1.1)
3 40 8 96 (2.0) 48 (1.0)
4 23 10 66 (2.0) 40 (1.2)
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System evaluation

® 6 experts from a satellite operations company

m 25 general users using stock data

Effectiveness 4% 8% 56% _ 4.16 (06=0.73)
Powerfulness 2(;% 28% — 4.32 (0=0.79)
Ease of Use 8% 8% 52% . 4.08 (0=0.84)
Ease of Learning 12% 12% 36% o a% 4.04 (06=0.99)
Satisfaction 2% 20% 40% Cow% 3.84 (0=0.96)
Functionality 8% 20% 40% _ 3.96 (0=0.91)

100% 50% (I) 50% 100%

_ Strongly disagree Disagree Neutral Agree " Strongly agree

Liu, et al., MTV: Visual Analytics for Detecting, Investigating, and Annotating Anomalies in Multivariate Time Series, CSCW 2022.
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Human-Al teaming workflow

Visual
Interface

Al System
(Human-Centered)

Human

Need to integrate domain Cannot monitor massive signals
knowledge to improve performance without Al to pinpoint suspicious locations

Liu
Liu 62
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Anomaly Detection

Orion repository metrics (as of 7/20/23)

https://github.com/sintel-dev/Orion

* L2

815 68K
github stars pip downloads

¥ A

358

unique visitors
in 2 weeks

L

Sintel
Signal Intelligence

Analyze massive time series (signal) data; enable human-in-the-loop
analytics workflow; and transfer insights into actionable decisions.

'S A

Project website: https://sintel.dev/



Some open questions
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* Priority L\ AN AN ANAN AR A

* Group analysis
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Some open questions

Propagate / Predict / Suggest Annotations
Few shot learning

Similar Segments
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Filter Results by Similarity 90-100% =
-] Show Predictions + ADD EVENT

A )
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Override all segments tags Select a tag

30/Aug/2018 00:00:00
End: 25/Sep/2018 00:00:00
Similarity:  92.56%

Tag Select a tag

Start 09/Dec/2018 00:00:00
End 04/Jan/2019 00:00:00

Similarity 92.04%

1 T - T
October 2018 April
CANCEL SAVE CHANGES
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Some open questions

Is ML

" remove fund. \
freq |

estimate = segments

signal ~ periods |

FFT L)

how to take n bands —

approximate?

how to set
bands?

sizes or different based on the
data and problem definition

Dongyu Liu @ UCDavis

{ aggregate energy

necessary?

compute & ‘ new signal

per band across
periods



Some open questions

* |s ML necessary?

Energy of Segments
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Some open questions

 Actionable decisions

Starts: 01/Jul/2017 12:00:21 m Starts:  16/Nov/2018 12:00:21
Ends: 13/Jul/2017 06:00:21 Ends: 25/Nov/2018 12:00:21

u User C 5/Sep/2020 17:06:28
f N Usera 15/Sep/2020 17:25:38 T™ glitch

May be a TM gap, but should look at with 6657, 10490,
u User C

and 6732 in mind. If we are still doing mean imputer,

2020 28
would have expected gap to show up lower. Ideally orion assigned a tag m

outputs time ranges with gaps that show up pre-labeled
hear so we don't lose info in TM gaps post-aggregation.

/Sep/2020 17:07:26

15/Sep/2020 20:15:37 if you go to 6 min aggregation it is clear that it is data
missina and simplv a zero order hold

Showing 3 most recent - to see more details Go to Event Details
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Data science life cycle
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* After deployment, new questions, challenges, or insights can emerge, leading to

DATA SCIENCE refinements or entirely new cycles of analysis.
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